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Abstract. As social media has matured, uploading video content has
increased. With physical performances like dance performances, such
videos are better and easier to understand than static content. Multi-
ple videos with intense performances, such as dance performances, are
difficult to integrate into high-quality videos without knowledge of video
editing principles. In this study, we present a system that automatically
edits the dance performance videos taken from multiple viewpoints into a
more attractive and sophisticated dance video. Our system can crop the
frame of each camera appropriately by using the performer’s behavior
and skeleton information. The system determines the camera switches
and the cut lengths following a probability model of general cinematog-
raphy guidelines and of knowledge extracted from expert experience. The
system automatically edits the dance video of four performers taken from
multiple viewpoints, and 10 experts in video production evaluated the
generated videos. As a result, the system tended to be better evaluated
than other automatic editing methods.

Keywords: Video editing, Dance, Computational Cinematography; Au-
tomation

1 Introduction

As social media has progressed, many videos have been uploaded to the In-
ternet for private or public purposes. With physical performances like dance
performances, such videos are better and easier to understand than static con-
tent. High-quality videos are likely to be shared by many people. This leads
to increased opportunities for performer work. Therefore, video contents are an
important tool for a performer to become famous. Sponsored professional dance
videos are regularly uploaded on social media, attracting fans and raising the
recognition of performers. However, these attractive and sophisticated videos
are usually achieved by professional techniques used in movies and TV series.
Thus it is difficult to create a high quality dance video for amateur performers.
One reason is the lack of knowledge of video photography and editing. How-
ever, the principle of video editing that adapts to the home video in daily life
cannot deal with the video which includes the intense movement such as dance
performance.In this study, we focus on video editing, and propose a system that
automatically generates more attractive and sophisticated dance videos, even for
non-specialists. The system creates a single dance movie by automatically edit-
ing performance videos taken from multiple locations according to a probability
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model created based on principles of video editing and principle extracted from
preliminary interviews.

The remainder of this paper is organized as follows. Section 2 introduces
related works. In Section 3, we explain our system: we describe the principles
of video editing, explain the system outline, and explain the probability model
based on the principles. In Section 4, we conduct evaluation experiments and
discuss the results and considerations. Section 5 discusses our system and we
summarize this paper in Section 6.

2 Related Works

There are many existing works on automatic video editing, such as the method
of Heck et al.[1]. However, few have focused on dance video editing. In this study,
we propose an automatic editing system to focus on dance performance and show
performance better. As related research, we survey some studies on automatic
video editing and editing support systems.

Arev et al.[2] use insight to share the focus of people’s attention and deter-
mine where important actions in the scene are being done. The system selects
the camera by combining its function and the cinematography guidelines and
determines the timing of cutting. Ranjan et al.[3] propose an automatic edit-
ing system for meetings that applies television production principles. Zsombori
et al.[4] propose a system that automatically generates video for events based
on media annotations and highlights specific people during events. Lu et al.[5]
present a video summarization technique to discover a story of an egocentric
video. Given a long input video, their method selects a short video that shows
an essential event. Jain et al.[6] re-edit widescreen video by using pan, cut, and
zoom based on gaze data. Shin et al.[7] propose a system for converting the
contents of a blackboard-style lecture video into a readable interactive lecture
note with a graphic in corresponding text. Kumar et al.[8] present a system
that focuses on each performer from stage-performance video to crop the video
and presents a divided-screen video. For panoramic video, Sun et al.[9] propose
a system to automatically extract the region of interest and control the vir-
tual camera. Roininen et al.[10] describe how to model the shot cut timing of
professionally-edited concert videos. Mate et al.[11] present an automatic video
remixing system that intelligently processes user-generated content in combina-
tion with sensor information. Truong et al.[12] propose QuickCut, which can
quickly create narration videos. The system treats narrated videos of appropri-
ate sizes as clips, taking into account the length of narration and the length of
motion. Leake et al.[13] propose a system for efficiently editing video of dialogue-
driven scenes. Jeong et al.[14] propose a method to enhance a user’s dance video
by selecting seven emotion categories to be communicated to viewers.

We also mention research on movement and emotion as a related study. Nam
et al.[15] state that the speed of motion of an object is the most influential factor
to emotions. Montepare et al.[16] clarify that walking characteristics such as the
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swing amount, step length, weight and walking speed of the arm differentiated
the emotion expressed by pedestrians.

From above, we can see that action and emotion are closely related. Our sys-
tem focuses on the behavior of performer and makes dance video more attractive
and sophisticated by editing.

3 Automatic Dance Video Editing System

We look at the process of editing videos taken from multiple viewpoints into a
single movie. An editor selects a video clip and then determines how long the clip
will be and selects the next video clip. This is equivalent to selecting a camera
at a time and transitioning. This means that if there is two successive shots that
takes into account the camera before the transition and the appropriate camera
work according to the movement of the performer, it can be regarded as an
estimation problem. This can be solved as a problem to estimate the appropriate
camera work depending on the movement of performer while selecting the camera
every moment. In this paper, we define the minimum time unit as one beat
(synonymous with a quarter-note) and treat as an optimization problem which
selects an effective camera for each beat. We aim to generate more attractive
and sophisticated dance videos by using the constraints and evaluation functions
based on preliminary interviews and the principles of video editing.

3.1 Principles of Video Editing

In the field of professional video editing, there are some principles of editing,
and editors take into account these principles and make edits based on their
own experience. Similarly, in order to generate a more attractive and sophisti-
cated dance video by editing, it is necessary to do edits according to the dance
performance based on the principle of video editing. Therefore, we enumerate
the principles of general video editing that can adapt to dance videos from the
guidelines of cinematography, and the empirical principles that can adapt to
dance videos extracted from interviews with video production experts. In this
paper, we define a shot far from the subject as a long shot, and a shot near the
subject as an up shot. We define a video of length one beat as one shot and a
series of consecutive shots from the same camera as one cut.

Principle 1. Switch camera according to beat. Video Production: Dis-
ciplines and Techniques[17] contains the following description. “edits should be
made at appropriate points at the end of a sentence on the narration track in a
documentary, for example, or on the beats of the music.” Dancing to music is
common, and most of the time it is adapted to the beat of the music. Therefore,
the switching timing of the camera must be adjusted to the beat.

Principle 2. The maximum length and minimum length of a cut
are changed according to user preferences. Video Production: Disciplines
and Techniques[17] contains the following description. “a shot lasting more than
three seconds is viewed by some producers and directors as ‘boringly long.’” As
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for the length of a cut, it cannot be stated unconditionally that the shorter the
cut length, the more attractive and sophisticated it is. Therefore, setting the
maximum and minimum cut lengths will be entrusted to the user. This paper
specifies that the difference between maximum and minimum lengths increases
so that the cut length is selected in a wide range.

Principle 3: Switch to a camera with different composition in order
to prevent jump cut. Grammer of the Edit [18] states that “Editing together
two shots of similar camera angles will cause a jump at the cut point. Differing
camera angles and framing will help prevent the ‘jump cut’ in the mind of the
viewer.”. The jump cut is an edit that combines two shots of the same subject
from slightly changed camera positions. This type of editing provides an effect
to skip time. Switching to a camera with different composition can prevent jump
cuts.

Principle 4: The closer the shot, the shorter the cut length. The
more distant the shot, the longer the cut length. Grammer of the Edit [18]
states that “In deciding the length of a shot, it is essential to give the eyes enough
time to read and absorb the visual information. If you are questioning the ‘proper’
duration for a shot, then you could describe, in your mind, what you are seeing
in the shot.”. The appropriate time for cutting is equal to the time that the
situation can be explained. In a closer shot, the information is clear enough to
tell a viewer in a short time, so the cut length is short. The more distant shot
has more information, so the cut length must be longer.

In the above, from cinematography guidelines we extracted and enumerated
principles that can adapt to dance performance videos. Next, we interviewed
four experts: three people who were involved in video production work and one
person who graduated from the video body department. We had them watch the
dance video prepared in advance. Moreover, we interviewed them about being
careful when taking a dance and editing technique. We defined the following two
items based on the comments obtained.

Principle 5. Make the main camera recognizable. From the previous
interview，we received the following comments.“It is good to be able to recognize
that this is the main cut the creators want to show.”，“It is important for creators
to think that this cut is main.”，“Put a side dish inside a long shot.” A ‘side
dish’ refers to a shot that emphasizes movements, in contrast to a long shot that
is easy to get overall information. From these comments, it is important that
the main camera is designated and the viewer can recognize the main camera.

Principle 6. Decide what to emphasize and when to vary the pace.
From the previous interview，we received the following comments. “I will empha-
size the delicious part by up shot and make sure that this cut does not continue
to some extent” ，“If you cut video that focuses on performer’s feet at every
time he kicks his feet, a good impression will fade. Choosing a better shot with
priority is good.” ，“I think it is important to consider how much the balance
is the best to repeat between up shot and long shot.” ，“Slow and high speed. A
viewer is tired of switching the cut at a constant speed. We sometimes make an
extreme change in the number of cuts according to the tune. ”
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Fig. 1. System overview.

We will build a system based on these six principles. We interpreted several
principles as follows in order to construct the system.

In Principle 3, the composition was assumed to be the size of the motion
vector on the video. By increasing the difference in the size of the motion vector
between the cameras that are transited, the video switches to different composi-
tions. In Principle 5, we predict that the camera will be recognized as the main
camera by increasing the percentage of only one video. In Principle 6, what is
an attractive shot depends on the case. Therefore, we assume that the attractive
part of this time has intense movement (the reverse situation is technically com-
patible). Our system balances the relatively intense movement and non-intense
movement area throughout the whole.

3.2 System Overview

The system overview is shown in Fig. 1. The system flow is as follows.

1. A user puts dance videos taken from multiple places into our system. All
videos must be recorded with the same song playing during shooting. How-
ever, it is not necessary to shoot at the same time.

2. The system extracts the audio data of each video and takes the correlation
function of the music data used in the dance and it. The system cuts the
movie according to where the correlation is maximized. As a result, the time
axis can be aligned since the start of all movies is at the start of the song.
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Fig. 2. Area occupied by performer on the screen.

3. The system calculates the beat positions in the song using the beat tracking
method proposed by Bock et. al.[19].

4. The system extracts the dance performance part. In current status, the sys-
tem does not perform automatic detection of choreographed parts of per-
formers. Therefore the system needs to know in advance how many beats
there are from the beginning of the song to when the performer starts to
dance, and how many more beats until the performer stops dancing.

5. The system aquires the performer’s skeleton information using the Open-
Pose library by Cao et al.[20]. The difference between the maximum (xmax)
and minimum (xmin) values in the x-axis direction of the obtained skeletal
information is defined as the area occupied by the performer by multiplying
the difference between the maximum (ymax) and minimum (ymin) values in
the y-axis direction (Fig. 2). The system calculates R, the percentage of the
screen area Sa occupied by the performer.

R =
ymax − ymin

xmax − xmin
/Sa (1)

6. The image is cropped so that all calculated ratios R fall between 0 and 1.0
and the average value is 0.55 to 0.65. The center of the crop is the center
position of the area occupied by the performer. Moreover, in the upper 40
percent camera, which is up shot of all cameras, the system produces the
cropped videos centered on the nose and the cropped videos centered on
the average position of the heel position of both feet. The system calculates
the average value of optical flow per camera and treats a video with a large
average value as one of the shots (Fig. 3).
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Fig. 3. Auto crop function flow.

7. A video of one beat is defined as one shot. The system selects shots based
on the probability model for each shot and saves the order in which the
evaluation function value for the selected shot is maximized.

8. The system generates a single movie based on the saved order.

3.3 Probability model

The following probability distributions are generated based on principles 2 to 6.
Principle 2. The maximum length and minimum length of a cut

are changed according to user preferences. In this paper, the minimum
and maximum cut lengths are 2 and 12 beats, respectively. If the camera before
the transition is continuously smaller than the minimum length, the probability
of transition to the same camera is 1, and the other is 1−20. If the camera before
the transition is continuously bigger than the maximum length, the probability
of transition to the same camera is 1−20, and the other is uniform distribution:

p
(
xn
t |xm

1:t−1

)
=

{
1.0 (n = m)
ε (otherwise)

(2)

Principle 3: Switch to a camera with different composition in order
to prevent jump cut. The optical flow Pt at each time t is calculated with
the Gunnar Farneback method. We compute Pn

t , the average value of Pt for all
0 < t < tmax for camera n. We normalize Pn

t so that
∑

n P
n
t = 1.
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p (xn
t ) =

Pt∑
n P

n
t

(3)

Principle 4: The closer the shot, the shorter the cut length. The
more distant the shot, the longer the cut length. The system squares
the average of the optical flow of each camera calculated by Principle 3, and
the normalized one is expressed by probability distribution. The square of the
average value is experimentally determined to increase the difference. From the
previous camera location, the probability value of the current camera location is
assumed to be moved to another camera according to the calculated probability
distribution. The destination camera number is determined by a uniform prob-
ability. By doing this, the higher the degree of up shot, the easier it is to move
to other cameras.

Principle 5. Make the main camera recognizable. The system increases
the percentage of a single camera in the video generated at the end. The main
camera was determined as follows:

1. Use OpenPose[20] to detect skeletal information．
2. The amount of skeletal information not obtained in a frame is bf ; the amount

of skeletal information available is B; the total number of frames is F ; and
the raet of undetected skeletal information (ND for ‘no data’) is expressed
in the following formula:

ND =
1

F

F∑
f=1

bf
B

(4)

Moreover, the variance values in the x direction and y direction of the skele-
ton number in all frames are denoted as V (xall) and V (yall).

3. The main camera is the camera that maximizes this formula:

m =
V (xall) + V (yall)

ND
(5)

The system selects the main camera in a probability of 60% and others in the
uniform probability distribution. We use the normalized value of m as the prob-
ability model to determine a shot at the first beat of the video.

Principle 6. Decide what to emphasize and when to vary the pace.
The system uses a shot with an intense movement when a relatively intense
movement is carried out throughout the entire videos. The average value of the
optical flow per beat of every camera is calculated, and the median value is used
as a threshold value. If the average value is higher than the threshold, it is a
shot which includes an intense movement. If the average value is lower than the
threshold, it is a shot which does not include an intense movement. The average
value of the optical flow per beat is normalized and expressed as a probability
distribution. If it does not include an intense movement, the system normalizes
the maximum value of the optical flow minus the average value and uses it
as a probability distribution. If it includes an intense movement, the system
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normalizes the average value of the optical flow and uses it as a probability
distribution.

Probabilities corresponding to the above Principles 2 to 6 are P2，P3，P4，
P5，P6. The system generates a video in which the following evaluation function
O is maximized. However, the coefficient follows the following equation, a2 +
a3 + a4 + a5 + a6 = 1.

O = log(a2P2) + log(a3P3) + log(a4P4) + log a5P5 + log(a6P6) (6)

4 Experiment

4.1 Procedure

We conducted an expert evaluation experiment to investigate whether the prin-
ciples were reflected in the system and whether it was capable of generating
more attractive and sophisticated video. We shot the dance performance of four
performers, two male and two female dancers, as an editing material. The per-
former’s genres were all different: BREAK, HIPHOP, WACK and POP, in order
of movement intensity. Performers created a choreography that combined basic
movements for each genre. The BPMs for the songs used were 109, 129, 93,
and 92, respectively, and the choreography ranged from the start of the song to
16∼64 beats. We used 10 cameras (HERO5 Sessions, by Gopro) and a speaker
(Computer MusicMonitor, by Bose). The layouts of the cameras are shown in
Fig. 4. The height of each cameras is indicated by its color in the diagram. We
adjusted each camera so that the subject was at the center of the screen. The
layout of the cameras in BREAK and HIPHOP are on the left in Fig. 4, the
layout in POP and WACK on the right. In order to prevent other cameras from
entering between the subject and the camera, shooting was performed in two
separate cameras.

We prepared seven different videos from each dance movie. Considering the
coefficients used in the system, we decided to vary them one at a time, to prevent
the number of combinations from exploding. For the first video, we set the
following ratios: a2 : a3 : a4 : a5 : a6 = 3 : 2 : 5 : 3 : 3. For videos 2∼6, we
changed the coefficients one at a time to zero.

For the seventh video, we created a simple automatic editing system that
generates a single video as a baseline. It operates with the following algorithm:

1. The system calculates the average value of the optical flow of every frame
and calculates the average of them of each beat.

2. The system normalizes the average value for each camera.
3. For each beat, the system selects a camera with the maximum value of

normalized optical flow．

By doing this, a shot which includes relatively intense movement becomes easier
to be chosen．

We prepared a total of 28 videos from four performer’s dance videos in the
seven ways described above.
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Fig. 4. Layout of the camera.

The subjects were 10 experts (8 males and 2 females) who work in video
production or who were educated on video production. They had experience of
between 1 and 20 years (on average, 8.6 years) since they were involved in video
production. The subjects watched 14 videos for 2 performers and evaluated them
in seven stages according to a Likert scale. For each item, the subject selected 1
if they could not agree with it at all, and 7 if they could agree very much with
it. They watched the videos in the random order.

In addition to four questions on editing principles (items #1–4), the eval-
uation items have two items that are considered important in editing (#5–6),
and one item that measures the goodness throughout editing (#7). We show the
evaluation items as follows.

Q1: The video switches were between shots with different compositions.

Q2: The closer the shot, the shorter the cut length. The more distant the shot,
the longer the cut length.

Q3: I can recognize the main camera.

Q4: The video has a varied pace to emphasizecertain cuts.

Q5: I feel dynamic.

Q6: I can grasp the overall situation.

Q7: This editing is attractive.

We conducted a questionnaire using Google Forms. The questionnaire was
expected to take about 30 minutes. The subjects could take a break even while
answering the questionnaire. In addition, subjects could review the video mul-
tiple times and reevaluate it to the previous video. While the subject watched
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Fig. 5. Result of Q1∼Q4.

the video, the browser screen was maximized. When watching movies, the sub-
jects wore earphones or headphones and we asked them to listen to the audio.
After the subject finished all answers, we received their oral feedback about the
system.

4.2 Results and Consideration

The results of Q1∼Q4 based on editing principles are shown in Fig. 5. The
vertical axis indicates the average value of the answers to Q1∼Q4 given by
all subjects. The vertical bars indicate standard deviation. The horizontal axis
represents valid and invalid coefficients. It is expressed as 1 if the coefficient of
constraint is more than 0, and 0 if it is 0.

In Q1, we assessed the difference between the average score for each con-
straint by using ANOVA. There was no significant difference; however, we look
at all the coefficients (1,1,1,1,1) in Q1 are enabled, and the coefficients (1,0,1,1,1)
corresponding to Q1 are disabled, and the score (1,0,1,1,1) is lower than the score
(1,1,1,1,1) in all performers. This indicates that constraints are functioning based
on principle due to an invalid constraint.

In Q2, we assessed the scores by using ANOVA. There was no significant
difference; however, we look at all the coefficients (1,1,1,1,1) in Q2 are enabled,
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and the coefficients (1,1,0,1,1) corresponding to Q2 are disabled, and the score
(1,1,0,1,1) is lower than the score (1,1,1,1,1) in three of four performers. Con-
straints are not functional depending on performance.

In Q3, we assessed the scores by using ANOVA. There was no significant
difference. We look at all the coefficients (1,1,1,1,1) in Q3 are enabled, and
the coefficients (1,1,1,0,1) corresponding to Q3 are disabled, and there was no
trend of change. In this time, the main camera was chosen with a probability
of 60 percent as a constraint to recognize the main camera. However, it was
not sufficient to recognize it as a main camera. It is necessary to increase the
probability in order to make the difference in this item significant.

In Q4, we assessed the scores by using ANOVA. There was no significant
difference. We look at all the coefficients (1,1,1,1,1) in Q4 are enabled and the
coefficients (1,1,1,1,0) corresponding to Q4 are disabled, and there was no trend
of change. In this time, we assumed that the attractive part of this time has
intense movement. However, the parts that should be emphasized differ by sub-
jects. Therefore, it seems that the trend could not be taken.

The results of Q5∼Q7 are shown in Fig. 6. Recall that the baseline is the
method of using only optical flow.

Next, we look at the results of two items that are considered important in
the editing extracted from preliminary interviews.

In Q5, we assessed the difference between the average score by using ANOVA.
There was no significant difference. The coefficients (1,1,1,1,1) in Q5 and Baseline
have high score. When all coefficients (1,1,1,1,1) are valid, the score tends to be
high because the overall balance is good by selecting up shot when the performer
move intense. On the other hand, in Baseline, the subjects feel dynamic because
the cut was switched at short intervals.

In Q6, we assessed the difference between the average score by using ANOVA.
There was a significant difference (F(6,139) = 5.54, p < .05). Moreover, we as-
sessed the difference by using an LSD test. Here, as well, there was significant
differences between the score of Baseline and all except the constraint (1,1,0,1,1)
(p < .05). In Baseline, the cut is switched at short intervals because the length
of the cut is not considered. As a result, the overall situation was difficult to
grasp and it received a low score. Additionally, there were significant differences
between and between the score of constraints (1,1,1,0,1), (1,1,1,1,1) and the con-
straint (1,1,0,1,1) (p < .05). This shows that using Principle 4 was effective to
recognize the main camera because the difference between the short cut length
and the long one became clearer.

Finally, we look at the results of an item that measures goodness throughout
editing. In Q7, we assessed the difference between the average score by using
ANOVA. There was no significant difference. However, Compared with our sys-
tem, Baseline score tends to be low, and our system is likely to be effective.
In more detail, our system’s scores are higher in BREAK and HIPHOP. It was
not very effective in WACK, and Baseline tended to be higher in POP. Here,
we examine the average value of optical flow for each performer (Fig. 7). The
vertical axis indicates the average value of the optical flow for each beat. The
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Fig. 6. Result of Q5∼Q7.

horizontal axis indicates beats. POP is a dance with a lot of movements like
robotic dance. We can see that the average optical flow value is rapidly low
intermittently in Fig. 7. In this system, the intense movement was taken as a
part should be emphasized, and the system has the cases divided by the median
of optical flow values. However, this is likely to cause the system to emphasize
parts intermittently and affect other constraints. Moreover, POP has a lot of fine
movement. Therefore, if there are few up shots, the video is hard to understand.
Actually, in Q6, only POP has a tendency that Baseline is relatively easy to
grasp. In this regard, we must consider that it is necessary to confirm the total
amount of movement throughout the dance and to adjust the parameters.
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Fig. 7. Average optical flow value per beat.

5 Discussion

Limitations: This section explains some limitations of our system.
This system is based on human movement. Therefore, a human must be

within the frame of the camera. Moreover, it is expected that this system does
not work well for multiple people because it is for one person.

This system is vulnerable to beat tracking errors. If the beat tracking system
is wrong, then the timing of camera switches will not be on beat.

Video materials must be taken with fixed cameras. In a moving camera, the
motion of camera is captured as an optical flow. It is necessary to build a system
that considers moving cameras.

The same song needs to be used when shooting movies. If there is a video
material with a different song, the system cannot align the time axis of each video
material. Moreover, just like the previous reason, the video should not contain
large noise too. Our system has tried only 10 cameras; if there are too few or
too many cameras, it may not work well. This can be handled by increasing the
material by cropping, and limiting the number of videos selected.

At the present stage, it is necessary to determine the choreography part of the
dance in advance. It is possible to think of a method to automatically recognize
the choreography of dance, but there are various noises during shooting. For
example, some performers felt out the mood beforehand, and half of them were
in a state of dancing before the start of the choreography. It is considered that the
cooperation of the performer is necessary, such as limiting the behavior before
the performance and preparing the gesture at the beginning of the choreography.
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As we described in the previous section, the system may not work well de-
pending on the genre of dance.

Although our system has some limitations as described above, it can be
sufficiently improved in the future.

Interview: I interviewed after the evaluation. Through interviews with 10
experts, we pick up topics that overlap among multiple people.

The most common opinion is that the original material is bad and there is
little change in composition. One of the causes is the size of the shot. In this time,
the size of the person on the screen was cropped to the ratio of 0.1 to 1.0. We
got an opinion that the change in the composition was small because there was
no more up shot, such as a face, foot, and hand, and that this made it difficult
to evaluate videos. This can be handled by changing the crop size. However, the
fixed cropped frame is likely to not follow the performer because the performer
moves intensely. In the future, we need to implement a crop function that follows
the movement automatically.

Moreover, we found that the influence of the arrangement of the camera was
also large. In this study, 10 cameras were placed within 120 degrees in front of
the dancer, 1∼3 m depth and 0∼2 m height. However, some experts pointed out
that it is difficult to create a video that can produce a more clear difference from
others, even when editing videos from cameras placed in this range. In the case
of an expert, it is said that they set a shot that is taken out largely from Theory,
such as a shot from the top of the performer and shot from the viewpoint of the
performer, for example, as an accent. We received an opinion from experts that
if we can improve the above two points on the material, we could make a video
with more easily and distinctly differences.

In the future, it is considered worth working as a new research question on
systems for collecting these good materials.

Experts pointed often out about the first cut and the last cut. Actually, our
system does not consider the first cut or the last cut. For example, although the
pose taken at the end of the performer’s choreography was stopped, a lot of cuts
with short interval was seen. It turned out that this was not good for editing.
In the future, we will incorporate the concept of pose into the system, and the
performer is considered to be a pose if the performer has stopped for more than a
certain period of time, and we consider a method to select the camera of the best
viewing position. As a comment related to the pose, there was an opinion that
when the performer’s movement was slow, there was a bad impression when the
cut was switched. We need to investigate the relationship between the intensity
of the movement and the length of the cut.

We have also received many opinions that the link with music is a very
important point. We received an opinion that it was attractive editing when the
viewer felt that the movement and music were matched. In the future, we need
to examine the balance between the movement of a shot and the information
obtained from music.

Principles and Constraints: We compared the score of when all con-
straints were satisfied and the score of when one constraint was omitted and
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could not confirm a significant difference. However, as there were some con-
straints that showed trends, it is likely that those constraints are functioning.
In addition, even if the constraint is omitted, the combined effects of other con-
straints might compensate the principle. In the future, we need to do a wider
range of investigation, such as comparing a constraint which enables only one co-
efficient and others. Furthermore, we could not confirm the relationship between
the constraints and the overall evaluation. In this regard, we need to examine
the video materials so that there is a clear difference.

Interactivity: The numerical values on the system were determined exper-
imentally in advance because it was difficult to verify all parameters. The user
can also control these parameters interactively. For the minimum length and
maximum length of the cut of Principle 2, the minimum and maximum length
should be set to shorten the length of the cut, if a user preferring to shorten
the cut length. If the user prefers a long cut, he/she can set the minimum and
maximum length to increase the length of the cut overall. In principle 5, we have
built a system to determine the main camera automatically. However, there is
also a method that the user can select this main camera by oneself and he/she
can adjust the percentage of the main camera in the video. In principle 6, the
parts to emphasize are currently determined while looking at the optical flow
value. However, there is a method that the user can also select a range of the
parts. Our system has chosen a video that maximizes the evaluation function.
However, the user can choose a video that matches the user’s preferences from
several candidates that the system emits. In addition, it is possible to add a
function that can easily modify the generated video, such as by switching the
cut and adjusting the length.

Expandability: In the future, we can cite various expandability in develop-
ing systems. At present, our system assumes that the camera is fixed. Therefore,
the camera is not capable of moving. If the system is capable of moving the
camera, a system can be used to shoot the dance performance at an optimum
angle while moving the camera with a drone. However, the system is difficult
to implement in real-time because of slow computation speed. If the processing
speed is improved, it can be adapted to live performance streaming. For example,
the system could acquire videos from a number of smartphones that are held by
an audience who watches a performance on the street. The system can conduct
a streaming distribution that automatically adjusts the cut of them and selects
the attractive video.

Various methods can be considered, such as generating effects according to
performers’ movement, or applying effects that are more emphasized on the
important parts. In the interview, there were experts who said that there is
knowledge about the arrangement of cameras and editing of videos, but knowl-
edge about effects is poor. If we can propose an accurate effect to enhance the
attractiveness of the video, there is a need for such an expert. Moreover, the
camera work of the proposed system can also be applied to VR space. A system
is considered to automatically transition the camera on VR space to show the
dancing virtual character better. In addition, it is also specialized for a dance
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performance. However, it can be applied to video including other sports. For
example, in weight training, we can see online a number of videos to learn how
to train. If there is a system that makes weight training more attractive and
sophisticated, it can be adapted to such videos.

6 Conclusion

We focus on video editing, and propose a system that automatically generates
more attractive and sophisticated dance videos even for non-specialists. The sys-
tem creates a single dance movie by automatically editing performance videos
taken from multiple locations according to the probability model created based
on principles of video editing and principles extracted from preliminary inter-
views. We conducted an evaluation experiment. The system automatically edits
the dance video of four performers taken from multiple viewpoints and 10 ex-
perts in video production evaluated the generated videos. As a result, the system
tended to be better evaluated than other automatic editing method. In addition,
we developed discussions based on interviews and showed the system expand-
ability. We will further extend this system and aim to launch a web service based
on the system.
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