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This study proposes a dance practice system allowing users to learn dancing by watching videos in which they have mastered
the movements of a professional dancer. Video self-modeling, which encourages learners to improve their behavior by watching
videos of exemplary behavior by themselves, effectively teaches movement skills. However, creating an ideal dance movement video
is time-consuming and tedious for learners. To solve this problem, we utilize a video generation technique based on deepfake to
automatically generate a video of the learners dancing the same movement as the dancer in the reference video. We conducted a
user study with 20 participants to verify whether the deepfake video effectively teaches dance movements. The results showed no
significant difference between the groups learning with the original and deepfake videos. In addition, the group using the deepfake
video had significantly lower self-efficacy. Based on these experimental results, we discussed the design implications of the system

using the deepfake video to support learning dance movements.
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1 INTRODUCTION

In physical activities, such as dance, martial arts, and sports, learners need to learn new movement skills efficiently. The
skill acquisition is tedious, involving repetitive trials and errors [39]. Learning to dance is time-consuming because it
involves relatively complex full-body movements with the rhythm and melody of the music. Several learning support
methods and tools based on various modalities such as vision, tactile, and auditory cues have been proposed to learn

dance movements efficiently [15, 22, 30]. Particularly, researchers have proposed a learning support method through
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video viewing [5]. Fujimoto et al. [12] have proposed a practice support system that presents a video of learners dancing
in relatively simple postures. This system is based on the hypothesis that learning can be accelerated through a video of
themselves imitating the same movements as an expert in the reference video.

A method that encourages learners to improve their movement by watching themselves performing the ideal
movement is called video self-modeling [7]. Diane et al. [27] have confirmed improvements in trampoline maneuvers by
presenting videos made by video editing software, which offered a higher skill level than learners’ current ability. This
result suggests that watching self-performing videos of an expert movement teaches movement skills effectively.

However, creating such videos is time-consuming and requires advanced editing skills. In addition, when dancing
involves complex movements, it is difficult for learners to edit videos of themselves dancing the ideal moves to musical
pieces. Fujimoto et al’s method also has limitations in improving the final reference dance video quality in terms of the
generation method. Here, we used the deep learning-based video generation technique proposed by Chan et al. [4] to
automatically generate a high-definition video of learners dancing, which applies to video self-modeling. The generated
video could accelerate the learning of complex moves, such as dancing.

This study proposes a learning support system that allows learning dance movements by watching a deepfake video
of themselves mastering an expert dancer’s movements. We verify whether the generated deepfake video effectively
teaches the dance movements. Specifically, we construct a model by referring to Chan et al’s method [4]. The system
uses a video of learners practicing a dance for 3 min as input, and then generates a deepfake video of the learner
performing the same movements as the reference video’s expert. We expect that learners will learn the dance movements
efficiently by practicing while watching the deepfake video of themselves dancing well. We conducted a user study
using 20 participants into two groups: one presented with a deepfake video of the participants dancing, and the other
presented with one of the experts dancing. Based on the results of the user study, we provide design implications for a

dance practice support system that utilizes deep learning techniques for image generation.

2 RELATED WORKS
2.1 Video self-modeling

The method of improving one’s behavior by watching a video of oneself performing the ideal movement is called
video self-modeling and has been reported in various settings [6, 9, 10, 26, 29, 34, 37]. Steel et al. [28] applied video
self-modeling to control an affected limb in 18 stroke patients. By reversing the video of the patient successfully
performing the task on the leg opposite to the affected leg, they created and presented a video in which the patient’s
affected leg was performing the task normally. Thus, the forward movement of the affected leg was improved, along
with the patients’ confidence, self-consciousness, and sense of well-being. Diane et al. [27] used video editing to create
and present learners with a video of a trampoline performance in which the learner was performing at a higher skill
level than their current ability. The result showed improved movements when using the edited video compared to
verbal instructions. Although there are problems in video viewing versus other learning approaches, the results indicate
that video self-modeling can positively influence teaching movement skills. In our proposed method, we constructed a
deep learning model to automatically generate the deepfake videos for video self-modeling, which teaches movement
skills effectively.

Several methods have been proposed to apply video self-modeling interactively. Nakanishi et al. [21] proposed a
method to support shadowing techniques in a second language by generating and presenting an intermediate video of

the mouth movements of the learner and teacher. The evaluation results show that pronunciation is better when the
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proposed method is used than when using the video alone. Michael et al. [18] proposed a VR exercise game with an
exercise bike that records all past plays and allows the player to race against their future “ghost” self. After a four-week
experiment, they found that the method improved physical performance, intrinsic motivation, and flow. Though we
have not yet achieved interactive video self-modeling, we believe that in the future, our system will generate and
present videos in real-time according to learners’ skill levels. As a first step toward realizing such technology, this study

examined how the generated deepfake video affects learning dance movements.

2.2 Improving performance by artificial success experiences

Several studies have attempted to improve learners’ performance using success experiences. Aymerich-Franch et al. [2]
investigated anxiety by showing a doppelganger giving a speech or imagining a successful speech before the actual
speech. The results showed that the group of men who saw their doppelganger had reduced anxiety than the group of
women who saw their doppelganger. Futami et al. [13] proposed a system to induce a positive mental state and improve
performance using a repeated stimulus that is presented when the user succeeds in throwing a dart at a target. The
experimental results indicate that associating the success information before the performance improved the user’s
mental state and performance. Tagami et al. [32] focused on putting golf and developed a virtual golf simulator called
Routine++, which provides users with comfortable feedback on whether they have put the ball in the hole successfully.
They confirmed that Routine++ improves the novice golfers’ performance when playing under pressure. In this research,
we aim to improve learning efficiency by showing learners their dancing, which is similar to presenting an artificial

success. We believe that our study is novel in its application to dances with complex movements.

2.3 Supporting the learning of dance movements

Many systems have been proposed to support the learning of dance movements, as shown in the survey report by
Raheb et al. [23]. Various perceptual methods have been proposed to support learning dance movements, such as
tactile presentation using vibration motors [3, 20, 22, 38], auditory presentation using sound [30, 33, 40], and visual
presentation using images with various information [14, 15, 24]. In this study, we focus on video viewing using visual
perception.

Several learning methods allow learners to look at dance from different angles [41]. In addition, it is effective to
practice dance movements facing a mirror [8]. Therefore, many systems that imitate or extend mirrors have been
proposed [1, 17, 19]. Choi et al. [5] proposed a system that inverted and displayed video images taken from a camera on
the screen as a mirror. A reference dance video was displayed in a separate window, on which the learner’s skeleton
information was mapped in real-time. In this study, the left half of the screen displays the inverted camera image in

real-time, and the right half displays the reference dance video (original and deepfake videos, respectively).

3 DEEPFAKE VIDEO GENERATION

Although we have seen some examples of Deepfake applied to dance [31], no applications have been applied to learning
and mastering dance. In this study, we utilized a video generation model based on Chan et al’s method [4] to generate
deepfake videos that serve as references for dance movements (Fig. 1). Our proposed system generates videos by using
the skeleton information extracted via OpenPose [42] as an intermediate representation. By normalizing the skeleton
information, the system absorbs the differences in body size and position between the learner and dancer in the input
and the reference videos, respectively. The system uses a 3-minute video of a learner practicing the dance movements.

As an output video, the system generates a video of the learners dancing with the same length and dance movements as
3
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Fig. 1. Flow of deepfake video generation.

the expert dancer in the reference video. Using a cloud service (Amazon EC2) with a Tesla V100 GPU (16 GB), 8 vGPUs,
and 61 GB of memory, we trained the model in 40 epochs. Completing the process took about 20 h per input video.
We compared the output videos from the deep learning model between input where learners move freely and where
learners imitate the dance movements according to the reference video. Hence, the output video was of higher quality
when we input the video in which the learner repeated the same dance movements. Next, we trained the model using
several reference videos containing various dance movements and 3-minute input videos of the learner practicing dance
movements, from which the deepfake videos are generated. The quality of the deepfake videos of learners dancing
was lower when the dance movements included depth, up-and-down, backward-looking, and quick and complicated
movements. Specifically, when the reference video included depth movements, the deepfake video could not represent
these movements accurately because the skeleton information in the intermediate representation was two-dimensional.
When the reference video included up-and-down movements, the learner’s position in the video moved slightly up and
down. The deepfake video sometimes displayed the learner’s face instead of the head’s back in the backward-looking
movements. In quick and complicated movements, the learner’s arm suddenly disappeared or its position seemed to

warp. Therefore, we should use the reference video that omits these motions in the user study.

4 USER STUDY

We conducted a user study to verify whether watching videos of themselves performing an expert dancer’s movements
teaches movement skills effectively. The participants were 20 university students in their 20s (19 males and one female).
Their dance experience was limited to junior high school and high school classes and group dance performances at
school events such as school festivals. The user study was conducted in a studio with a wooden floor of 43m? set up in

our university.

4.1 Learning target

Participants learn three dance movements (see figure 2, right) trimmed from videos in the AIST Dance Video Data-
base [35] for use as reference videos. The dance genres are Break, Pop, and Pop having video lengths of 5.9, 9.6, and
8.6 s, respectively; the BPMs of the musical pieces in the videos are 80, 100, and 110; and the names of the videos are gB
R_sBM_c01_d04_mBRO_ch01, gPO_sBM_c01_d10_mPO2_ch10, and gPO_sFM_c01_d11_mPO3_ch11, referred to as
Dance 1, 2, and 3, respectively, in this paper. Based on the knowledge obtained through the preliminary experiments,
to improve the quality of the generated deepfake videos, we selected dance movements on a plane perpendicular to the
direction of the camera shooting, with few depths, up-and-down, no looking backward, and no quick and complicated
movements. This study was approved by the Ethics Review Board of the University.
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Fig. 2. (Left) Display screen for each group. (Right) Examples of three dance movements.

4.2 Experimental condition

The 20 participants were divided into two equal groups, with one group presented a deepfake video and the other the
original video. In the deepfake video presentation group, the participants practice while watching reference videos
of themselves performing an expert dancer’s movements. Our system generated these videos from the footage taken
during practice (PreTraining in the 4.3 Section). In the original video presentation group, the participants practice while
watching the reference video of an expert dancer. For aligning the participants’ dance proficiency among the groups,
the groups were divided based on the dynamic time warping (DTW) cost values calculated in the PreTest described in
Section 4.4. The difference in the average DTW cost values in the PreTest was within 10. The average DTW cost of the
deepfake presentation group was 814.5 with a standard deviation of 61.5, and that of the original presentation group
was 815.2 with a standard deviation of 61.9. As shown in Figure 2, our application’s screen displays a mirror image of
the participants’ image taken through a camera mounted on a PC in the left half, and the right half is a reference video.
The mirror image is displayed in real-time. We developed the application with openFrameworks v0.11.2 on macOS Big
Sur.

The order in which the participants learned the three dance movements (from Dance 1 to 3) was counterbalanced to
avoid overlaps among the participants. The participants practiced while watching the videos on an external display
(90 cm x 50 cm). The experimental environment is shown in Figure 3. The camera and PC used were an iPhone SE (2nd
generation) and a MacBook Pro (13-inch, 2019, Four Thunderbolt 3 ports), respectively. A web browser displayed a

timer on the PC screen to indicate the time remaining for learning.

4.3 Experimental procedure

The experimental procedure is shown in Figure 4. The user study was carried out over three days: DAY 1, 2, and 3.
On DAY 1, the participants were briefed on the three dance movements by the experimenter (from Dance 1 to
Dance 3). The experimenter explained the application used during the practice and demonstrated the practice to the
participants. Next, the participants were informed of a PreTest conducted immediately after the five-minute practice.
5
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The participants were then made to start practicing the dance movements while watching reference videos of the
expert dancer through the application. In the PreTest, the participants performed the dance movements three times at
intervals of approximately 10 seconds while watching the reference video of the expert dancer while the experimenter
filmed them. Day 1 ended when the participant practiced all the three dance movements and completed the PreTest
(approximately 20 min). After the end of the experiment, we trimmed 3 min from 1 min after the start of the video and
input it into our system’s model to start learning. After approximately 20 h, the system generated the deepfake video
(used for the deepfake video presentation group) of the participant performing the expert dancer’s movements in the
reference video.

On DAY 2, the participants practiced the same dance movements and took a PostTest as in DAY 1, but the practice time
was set to 10 min. The deepfake video presentation group practiced the dance movements while watching the deepfake
video generated from the model. In the PostTest after the practice, both groups performed the dance movements while
watching the reference video of the expert dancer three times at intervals, with the experimenter again filming them.
After the PostTest, the participants were made to answer a questionnaire rating the difficulty of learning each dance
movement on a 7-point scale (1: very easy to 7: very difficult. To determine the participants’ self-efficacy, they were
asked the statement ‘T think I can learn to dance if I keep practicing.” for each dance movement on a 5-point Likert
scale (1: strongly disagree to 5: strongly agree). To know the participants’ sense of accomplishment, they were asked
the statement ‘T could master the dance.” for each dance movement on a 5-point Likert scale (1: strongly disagree to
5: strongly agree). The experimenter provided a free writing column for other comments on the user study, and the
participants were asked to answer there. Moreover, only the deepfake video presentation group was asked to answer
the statement ‘T felt as if I were dancing.” for each dance movement on a 5-point Likert scale (1: strongly disagree to 5:
strongly agree). In addition, the experimenter asked the participants to respond to a free-description questionnaire for
comments on their sensations when they viewed the deepfake video. The responses, gathered via Google forms, were
then translated by the first author. Day 2 ended after answering the questionnaire (approximately 45 min).

On DAY 3, the experimenter conducted a RetentionTest more than 20 h after DAY 2 ended to confirm whether
the effect of the practice was retained. All participants performed the dance movements three times at intervals
while watching the reference video of the expert dancer, and the experimenter filmed them. Day 3 ended when the
RetentionTest of all dance movements was completed (about 5 min).

6
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Fig. 5. Vectors used for calculation from the skeleton information extracted by OpenPose.

4.4 Evaluation method

We calculated the cost of the difference in movements between the practice and reference videos during the three tests.
First, we calculated the cross-correlation function between the audio in the reference video and used musical pieces. We
trimmed the videos to the point where the cross-correlation function value is the highest. Using this as the start time,
we aligned the start time of all the dance movements. Next, we applied OpenPose [42] to the reference and trimmed
videos to calculate 25 feature points (2-dimensional x, y coordinates) as shown in Figure 5.

Considering the differences in body size of the participants, we set the 18 skeletons represented by the red arrows in
Figure 5 as vectors. We then converted each vector into a unit vector. A confidence level (0 to 1) was calculated for each
feature point. The vectors with confidence level of at least 0.1 for each connected feature point were extracted, while 0
was assigned to the remaining vectors 36-dimensional vectors per frame were obtained. These 36-dimensional vectors
are the feature vectors per video, and DTW is calculated for the feature vectors between participants and reference
videos using the FastDTW library [25] to calculate the distance. This distance was used as the DTW cost to evaluate
how well the dancers danced to the reference video. The lower the DTW cost, the higher the similarity between the
reference and participant’s dance movements. In addition, because OpenPose estimates skeletons on two-dimensional
coordinates, the movements in the depth direction are ignored. However, we assume that this is not a problem for use
as an evaluation index. In addition, because each test used a reference video that the system played repeatedly, many
participants started moving later than the exact start timing of the dance movements. Therefore, we skipped the first 60

frames, which correspond to about 1 s, and used the feature vectors from the 61st frame when calculating the DTW cost.

5 RESULT

The average DTW costs for Dance 1 to Dance 3 are shown in Figure 6. The error bars indicate the standard error. We
conducted a two-factor between-subjects ANOVA for DTW cost, with the schedule (DAY 1 to DAY 3) and presentation
group as factors. The result showed a significant difference in the schedule (F(2,174) = 5.75,p < 0.01), while no
significant differences were observed in the presentation group. We also conducted multiple comparisons using the
Holm method, which revealed significant differences between the scores of DAY 1 and DAY 2, and between DAY 1 and
DAY 3 (DAY 1 > DAY 2, DAY 1 > DAY 3, p < 0.05). The average DTW cost for each type of dance is shown in Figure 7.
The error bars indicate the standard error. We conducted a two-factor between-subjects ANOVA on the DTW cost
7
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of Dance 1, with the schedule and presentation group as factors. The results showed a significant difference for the
schedule (F(2,54) = 4.07,p < 0.05) but no significant differences for the presentation group. Multiple comparisons
using the Holm method showed a significant difference between DAY 1 and DAY 3 (DAY 1 > DAY 3, p < 0.05). of the
above analysis was repeated for Dance 2 and 3; multiple comparisons revealed a significant difference between DAY 1
and DAY 3 (DAY 1 > DAY 3, p < 0.05) in Dance 2, while no significant differences were observed between the two
factors in Dance 3.

Next, we reviewed the questionnaire results. Figure 8 shows the results of the questionnaire on the difficulty in
learning the dance movements; the error bars indicate the standard errors. A two-factor between-subjects ANOVA with
the presentation group and type of dance as factors showed a significant difference between the types of dance (F(2, 54) =
73.50, p < .01). Multiple comparisons using the Holm method showed significant differences in all combinations of
dances (p < .05). Therefore, we conclude that Dance 1, 3, and 2 are progressively more difficult dance movements. In
contrast, there was no significant difference among the presentation groups.

Figure 9 shows the results of the responses on ‘I think I can learn to dance if I keep practicing.” The results indicate
the self-efficacy of the participants. The two-factor between-subjects ANOVA showed a significant differences in the
presentation group (F(1,54) = 3.904, p < 0.1) and type of dance (F(2,54) = 61.51, p < 0.01). As for the presentation
groups, the mean 2.8 of the deepfake video presentation group is significantly smaller than the mean 3.2 of the
original video presentation group. Multiple comparisons using the Holm method showed significant differences in all

combinations of dances (p < 0.05). Thus, the participants ranked the dances in the order Dance 1, 3, and 2 in terms of
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ease of learning. In contrast, there is no significant difference among the presentation groups for Dance 3, although the
mean difference is above 0.5.

Figure 10 shows the results of the responses on ‘I could master the dance,” indicating the participants’ sense of
accomplishment. A two-factor between-subjects ANOVA with the presentation group and type of dance as factors
showed significant differences between the types of dance (F(2, 54) = 35.65, p < .01). Multiple comparisons using the
Holm method showed significant differences for all combinations of dances (p < .05), and that Dance 1 had a higher
sense of accomplishment while Dance 2 had the lowest. In contrast, there are no significant differences between the
scores of the presentation groups. Figure 11 shows the results of the questionnaire ‘T felt as if I were dancing” rated on a
5-point scale from 1 (strongly disagree) to 5 (strongly agree) by the deepfake video presentation group. We conclude
that the easier the dance movements, the more it made the participants feel as if they were dancing.

The participants’ comments in the comment field of the questionnaire had some positive comments on understanding
movements and how to move. The comments are as follows: ‘T was able to see myself dancing, so it was easy to know how
to move,” “In the reference video, I cannot understand what kind of movement the dancer was doing. In the deepfake video,
the complex movements seemed to be a little easier,” “I thought I was able to notice more differences between my movements
and the dancer in the PreTraining,” ‘I thought it was easy to understand the timing of the movements,” “Since the deepfake

9
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and the current image of myself were shown side by side, it was easier to compare and correct my movements than with
the dancer image,” ‘I felt that it was easier to compare the movements of each part of the body because the deepfake had
the same body shape.” These comments indicate the ability of the deepfake video in improving the understanding of
movements.

Additional comments such as ‘It was a strange feeling because it was a video of myself doing a movement that I should

»

not have been able to do, but it was easy to visualize the movement in my brain,” “I was moving my body thinking that I
was dancing like in the deepfake video. Sometimes I looked at the mirror image of myself and compared it with the deepfake,
and I noticed the points where I was not moving well,” indicating the possibility of supporting the movement.

The ability of deepsake to increase learner motivation is found in comments such as “My motivation went up because
I could see myself getting better.” and T could see myself dancing well in the video, so I can enjoy practicing with the illusion
that I am dancing well.”

However, there were also some negative comments. “There were some noises in the deepfake video compared with the
reference video, so that I could not understand some details of the movements,” “In the video of Dance 1, it was difficult to
figure out which foot was in front of another one. If the dance movements contain difficult parts, even if using a deepfake

2 @

video, it was difficult to imagine it,” “The quality of the image was not very good, so it was difficult to see the detailed
movements of the fingers.” Most of these comments were related to the low image quality generation, and will be
improved in the future.

A considerable variation in the answers is observed to the question, ‘T felt as if I were dancing.” Because video
self-modeling is more effective in making the participants feel like they were dancing, the results may change based
on the answers to the questionnaire. Therefore, we check the average DTW cost trend based on the questionnaire
responses. Specifically, we extracted the participants who answered 1 or 5 for all dances and checked their learning
results. The results showed that participant (A), who did not feel as if dancing, did not learn well, while participants
(B, C, and D), who gave high ratings, tended to learn relatively well (Fig. 12). Though the number of participants who

showed this tendency was small, further investigation is required.

6 DISCUSSION

The results of the average DTW costs for Dance 1 to 3 in Figure 6 show no significant differences between the groups,
although we could see it contributed to the participants’ learning. One possible reason is that the low quality of the
generated video, as seen in the participants’ comments, may have affected the participants’ learning. Hence, generating
a system with higher quality images that remove the unnaturalness of the images is required. In addition, there was no
significant difference between the groups for each type of dance. However, the role of dancing difficulty levels in these
videos needs further investigation. In addition, the small screen size (90 cm X 50 cm) may have diminished its role as a
mirror and prevented the effect of self-modeling. Using a relatively large display has been shown to reduce the error
rate of posture guidance by Elsayed et al. [11],. In addition, the benefits included in the deepfake video obtained in
the participants’ comments on the questionnaire may appear as quantitatively measurable effects when using a larger
display.

The results of Figure 9 show that self-efficacy tended to be significantly lower in the deepfake video presentation
group than in the original group, indicating that the former may reduce self-efficacy. The following comments support
the above statement. ‘T got the illusion that I can dance as well as in the reference video. Therefore, I felt that I frequently
had to compare my movements with the mirror images,” and ‘I felt strange because I could dance even though I could not

actually dance.” We suspect that the deepfake video presentation of actions that are not immediately attainable at the
10
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Fig. 12. Average DTW costs per participant based on ‘I felt as if | were dancing.” responses.

current skill level may have reduced the score of self-efficacy. On the other hand, there were some comments such as
“T felt a little uncomfortable, but I felt as if I was doing a good dance with my own face, and I felt that I might be able to
dance this movement well” and “Tt seemed impossible to imitate the original version video that dancers were doing, but
when I saw myself dancing in the deepfake video, I felt that I might be able to do so.” Some individual characteristics may
enhance self-efficacy, and we believe that further research is needed.

Our proposed system is mainly intended for learning street dance and would be particularly effective in copying
popular dance styles. However, our system does not consider the large differences in skeletal structure. The system may
fail for children who want to learn dance due to the differences in skeletal structure between adults and children and

needs continued investigation.

7 DESIGN IMPLICATION

In the results shown in Fig. 11, the responses varied, with some participants saying that they did not feel as if they were
dancing upon watching the generated images. Such comments include “The body of the deepfake is small,” “Sometimes I
could not see the toes,” ‘I felt that the direction of the face was not natural,” and ‘T feel that the deepfake body size is not
correct.” Video self-modeling is based on the premise of creating the illusion that oneself are performing the movements.
To obtain the effects of video self-modeling, enhancing the sense that one is performing the movements is desirable.
Therefore, it is necessary to eliminate the unnaturalness described above by choosing video generation methods [16]
with more accurate image quality. The misalignment can be eliminated by applying a process that aligns the person’s
position in the generated deepfake video with that in the reference video. In addition, by focusing on each body part,
such as the hand, we can create and apply a model that allows checking the quality of each part to regenerate the faulty

parts.
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The results in Figures 8 and 11 show that the more difficult the learner perceives the dance movements to be, the
weaker the feeling that they are dancing. In addition to methods such as adjusting the opponents [18] and tools [36]
according to the learners’ skill level, it is advisable to present deepfake videos according to the learners’ level of dance
movements. For example, instead of creating a deepfake video applied to an expert’s dance movements, the system
generates a deepfake video that is one step closer to an expert dancer. In other words, by generating and presenting
intermediate-level dance movements between novices and experts, the learners can practice while referring to dance
movements that are much ahead of their dance level. We believe that we need to develop technologies that can morph

or blend the skills of expert dancers and those of beginners.

8 SUMMARY

We propose a learning support system that allows learners to learn dance movements by watching a deepfake video of
themselves mastering an expert dancer’s movements. A user study with 20 participants verified the effectiveness of the
generated deepfake video for dance learning. The results showed no significant differences compared to watching the
reference video. The questionnaire results showed that the self-efficacy of the group presented with the deepfake video
was significantly lower. Based on the results, we provide design implications for a dance practice support system using

deep learning techniques for image generation.
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